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This paper reviews the basic aspects of auditory processing that play a role in the perception of
speech. The frequency selectivity of the auditory system, as measured using masking experiments, is
described and used to derive the internal representation of the spectrum (the excitation pattern) of
speech sounds. The perception of timbre and distinctions in quality between vowels are related to
both static and dynamic aspects of the spectra of sounds. The perception of pitch and its role in
speech perception are described. Measures of the temporal resolution of the auditory system are
described and a model of temporal resolution based on a sliding temporal integrator is outlined. The
combined effects of frequency and temporal resolution can be modelled by calculation of the spectro-
temporal excitation pattern, which gives good insight into the internal representation of speech
sounds. For speech presented in quiet, the resolution of the auditory system in frequency and time
usually markedly exceeds the resolution necessary for the identification or discrimination of speech
sounds, which partly accounts for the robust nature of speech perception. However, for people with
impaired hearing, speech perception is often much less robust.
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1. INTRODUCTION
This paper reviews selected aspects of auditory
processing, chosen because they play a role in the
perception of speech. The review is concerned with
relatively basic processes, many of which are strongly
influenced by the operation of the peripheral auditory
system and which can be characterized using simple
stimuli such as pure tones and bands of noise. More
central processes of auditory pattern analysis are
described elsewhere in this volume. The resolution of
the auditory system in frequency and time is charac-
terized and its role in determining the internal
representation of speech sounds is described. It turns
out that the resolution of the auditory system in
frequency and time, as measured in psychoacoustic
experiments, usually markedly exceeds the resolution
necessary for the identification or discrimination of
speech sounds. This partly accounts for the fact that the
speech perception is robust and resistant to distortion
of the speech and background noise. However, hearing
impairment usually leads to a reduced ability to analyse
and discriminate sounds, and background noise then
has much more disruptive effects.
2. FREQUENCY SELECTIVITY
(a) The concept of the auditory filter

Frequency selectivity refers to the ability to resolve the
sinusoidal components in a complex sound, and it plays
a role in many aspects of auditory perception, including
tribution of 13 to a Theme Issue ‘The perception of speech:
nd to meaning’.
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the perception of loudness, pitch and timbre. Fletcher
(1940), following Helmholtz (1863), suggested that
frequency selectivity can be modelled by considering
the peripheral auditory system as a bank of bandpass
filters with overlapping passbands. These filters are
called the ‘auditory filters’. Fletcher thought that the
basilar membrane within the cochlea (see Young 2008)
provided the basis for the auditory filters. Each location
on the basilar membrane responds to a limited range of
frequencies, so each different point corresponds to a
filter with a different centre frequency.

Frequency selectivity can be most readily quantified
by studying masking, which is the process by which the
threshold of audibility for one sound is raised by the
presence of another (masking) sound. The following
assumptions are made about a listener trying to detect a
sinusoidal signal in a broadband noise background.

(i) The listener makes use of an auditory filter with
a centre frequency close to that of the signal.
This filter passes the signal but removes a great
deal of the noise.

(ii) Only the components in the noise which pass
through the filter have any effect in masking the
signal.

(iii) The threshold for detecting the signal is
determined by the amount of noise passing
through the auditory filter; specifically,
threshold is assumed to correspond to a certain
signal-to-noise ratio at the output of the filter.

This set of assumptions is known as the ‘power
spectrum model’ of masking (Patterson & Moore
1986), since the stimuli are represented by their long-
term power spectra, i.e. the short-term fluctuations in
This journal is q 2007 The Royal Society
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Figure 1. Psychophysical tuning curves (PTCs) determined
in simultaneous masking, using sinusoidal signals at 10 dB
SL. For each curve, the solid circle below it indicates the
frequency and level of the signal. The masker was a sinusoid
which had a fixed starting phase relationship with the 50 ms
signal. The masker level required for threshold is plotted as a
function of masker frequency on a logarithmic scale. The
dashed line shows the absolute threshold for the signal. Data
from Vogten (1978).
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the masker are ignored. Although the assumptions of
the model are not always valid (Moore 2003a), stimuli
can be found for which the assumptions are not
strongly violated.

The question considered next is ‘what is the shape of
the auditory filter?’ In other words, how does its relative
response change as a function of the input frequency?
Most of the methods for estimating the shape of the
auditory filter at a given centre frequency are based on
the assumptions of the power spectrum model of
masking. The threshold of a signal whose frequency is
fixed is measured in the presence of a masker whose
spectral content is varied. It is assumed, as a first
approximation, that the signal is detected using the
single auditory filter which is centred on the frequency
of the signal, and that threshold corresponds to a
constant signal-to-masker ratio at the output of that
filter. Both the methods described below measure the
shape of the filter using this technique.
(b) Psychophysical tuning curves

One method of measuring the shape of the auditory
filter involves a procedure which is analogous in many
ways to the determination of a neural tuning curve (see
Young 2008), and the resulting function is called a
psychophysical tuning curve (PTC). To determine a
PTC, the signal is fixed in level, usually at a very low
level, say, 10 dB above absolute threshold (called 10 dB
sensation level, SL). The masker can be either a
sinusoid or a narrowband noise.

For each of several masker frequencies, the level of
the masker needed just to mask the signal is
determined. Because the signal is at a low level, it is
assumed that it produces activity primarily at the
output of a single auditory filter. It is assumed further
that at threshold the masker produces a constant
output power from that filter, in order to mask the
fixed signal. Thus, the PTC indicates the masker level
required to produce a fixed output power from the
auditory filter as a function of frequency. Normally, a
Phil. Trans. R. Soc. B (2008)
filter characteristic is determined by plotting the output
from the filter for an input varying in frequency and
fixed in level. However, if the filter is linear, then the
two methods give the same result. Thus, assuming
linearity, the shape of the auditory filter can be
obtained simply by inverting the PTC. Examples of
some PTCs are given in figure 1.

One problem in interpreting PTCs is that, in
practice, the listener may use the information from
more than one auditory filter. When the masker
frequency is above the signal frequency, the listener
might do better to use the information from a filter
centred just below the signal frequency. If the filter has
a relatively flat top, and sloping edges, this will
considerably attenuate the masker at the filter output,
while only slightly attenuating the signal. Using this
filter the listener can improve performance. This is
known as ‘off-frequency listening’ or ‘off-place listen-
ing’, and there is good evidence that humans do indeed
listen ‘off-frequency’ when it is advantageous to do so
(Johnson-Davies & Patterson 1979; O’Loughlin &
Moore 1981b). The result of off-frequency listening is
that the PTC has a sharper tip than would be obtained
if only one auditory filter was involved (O’Loughlin &
Moore 1981a).

Another problem with PTCs is that they can be
influenced by the detection of beats, which are amplitude
fluctuations caused by the interaction of the signal and
the masker. The rate of the beats is equal to the difference
in frequency of the signal and masker. Beats of a low rate
are more easily detected than beats with a rate above
approximately 120 Hz (Kohlrausch et al. 2000), and
slow beats provide a detection cue which results in an
increase in the masker level required for threshold for
masker frequencies adjacent to the signal frequency.
This results in a PTC which has a sharper tip than the
underlying auditory filter (Kluk & Moore 2004). This
sharpening effect is greatest when a sinusoidal masker is
used, but it occurs even when the masker is a
narrowband noise (Kluk & Moore 2004).

(c) The notched-noise method

Patterson (1976) described a method of determining
auditory filter shape which limits off-frequency
listening and appears not to be influenced by beat
detection. The method is illustrated in figure 2. The
signal (indicated by the bold vertical line) is fixed in
frequency, and the masker is a noise with a spectral
notch centred at the signal frequency. The deviation
of each edge of the notch from the centre frequency is
denoted by Df. The width of the notch is varied and
the threshold of the signal is determined as a function
of notch width. Since the notch is symmetrically
placed around the signal frequency, the method
cannot reveal asymmetries in the auditory filter, and
the analysis assumes that the filter is symmetric on a
linear frequency scale. This assumption appears not
unreasonable, at least for the top part of the filter and
at moderate sound levels, since PTCs are quite
symmetric around the tips. For a signal symmetrically
placed in a notched noise, the optimum signal-
to-masker ratio at the output of the auditory filter is
achieved with a filter centred at the signal frequency,
as illustrated in figure 2.
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Figure 3. A typical auditory filter shape determined using the
notched-noise method. The filter is centred at 1 kHz. The
relative response of the filter (in decibels) is plotted as a
function of frequency.
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Figure 2. Schematic illustration of the technique used by
Patterson (1976) to determine the shape of the auditory filter.
The threshold of the sinusoidal signal (indicated by the bold
vertical line) is measured as a function of the width of a
spectral notch in the noise masker. The amount of noise
passing through the auditory filter centred at the signal
frequency is proportional to the shaded areas.
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As the width of the spectral notch is increased, less
and less noise passes through the auditory filter. Thus
the threshold of the signal drops. The amount of noise
passing through the auditory filter is proportional to the
area under the filter in the frequency range covered by
the noise. This is shown as the shaded areas in figure 2.
Assuming that threshold corresponds to a constant
signal-to-masker ratio at the output of the filter, the
change in signal threshold with notch width indicates
how the area under the filter varies with Df. The area
under a function between certain limits is obtained by
integrating the value of the function over those limits.
Hence by differentiating the function relating threshold
to Df, the relative response of the filter at that value of Df
is obtained. In other words, the relative response of the
filter for a given deviation, Df, from the centre frequency
is equal to the slope of the function relating signal
threshold to notch width, at that value of Df.

A typical auditory filter derived using this method is
shown in figure 3. It has a rounded top and quite steep
skirts. The sharpness of the filter is often specified as
the bandwidth of the filter at which the response has
fallen by a factor of two in power, i.e. by 3 dB. The 3 dB
bandwidths of the auditory filters derived using the
notched-noise method are typically between 10 and
15% of the centre frequency. An alternative measure is
the equivalent rectangular bandwidth (ERB), which is
the bandwidth of a rectangular filter that has the same
peak transmission as the filter of interest and passes the
same total power for a white noise input. The ERB of
the auditory filter is a little larger than the 3 dB
bandwidth. In what follows, the mean ERB of the
auditory filter determined using young listeners with
normal hearing and using a moderate noise level is
denoted ERBN (where the subscript N denotes normal
hearing). An equation describing the value of ERBN as
a function of centre frequency, F (in hertz), is
(Glasberg & Moore 1990)

ERBN Z 24:7ð0:00437FC1Þ: ð2:1Þ

Sometimes it is useful to plot psychoacoustical data
on a frequency scale related to ERBN, called the ERBN-
number scale. For example, the value of ERBN for a
Phil. Trans. R. Soc. B (2008)
centre frequency of 1 kHz is approximately 132 Hz, so
an increase in frequency from 934 to 1066 Hz
represents a step of one ERBN-number. The formula
relating ERBN-number to frequency is (Glasberg &
Moore 1990)

ERBN-number Z 21:4 log ð0:00437FC1Þ; ð2:2Þ

where F is the frequency in hertz. Each one-ERBN

step on the ERBN-number scale corresponds
approximately to a constant distance (0.9 mm)
along the basilar membrane (Moore 1986). The
ERBN-number scale is conceptually similar to the
Bark scale (Zwicker & Terhardt 1980), which has
been widely used by speech researchers, although it
differs somewhat in numerical values.

The notched-noise method has been extended to
include conditions where the spectral notch in the noise
is placed asymmetrically about the signal frequency.
This allows the measurement of any asymmetry in the
auditory filter, but the analysis of the results is more
difficult, and has to take off-frequency listening into
account (Patterson & Nimmo-Smith 1980). It is
beyond the scope of this paper to give details of the
method of analysis; the interested reader is referred to
Patterson & Moore (1986), Moore & Glasberg (1987),
Glasberg & Moore (1990, 2000) and Rosen et al.
(1998). The results show that the auditory filter is
reasonably symmetric at moderate sound levels, but
becomes increasingly asymmetric at high levels, the
low-frequency side becoming shallower than the high-
frequency side. The filter shapes derived using the
notched-noise method are quite similar to inverted
PTCs (Glasberg et al. 1984), except that PTCs are
slightly sharper around their tips, probably as a result of
off-frequency listening and beat detection.
(d) Masking patterns and excitation patterns

In the masking experiments described so far, the
frequency of the signal was held constant, while the
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Figure 5. Excitation patterns for a 1000 Hz sinusoid at levels
ranging from 20 to 90 dB SPL in 10 dB steps.
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masker was varied. These experiments are most
appropriate for estimating the shape of the auditory
filter at a given centre frequency. However, in many
experiments the masker was held constant in both level
and frequency, and the signal threshold was measured

as a function of the signal frequency. The resulting
functions are called masking patterns or masked
audiograms.

Masking patterns show steep slopes on the low-
frequency side (when the signal frequency is below that
of the masker), of between 55 and 240 dB per octave.
The slopes on the high-frequency side are less steep
and depend on the level of the masker. Figure 4 shows a
typical set of results, obtained using a narrowband
noise masker centred at 410 Hz, with the overall
masker level varying from 20 to 80 dB SPL in 10 dB
steps (data from Egan & Hake 1950). Note that on the
high-frequency side the curve is shallower at the highest

level. Around the tip of the masking pattern, the growth
of masking is approximately linear; a 10 dB increase in
masker level leads to roughly a 10 dB increase in the
signal threshold. However, for signal frequencies well
above the masker frequency, in the range from
approximately 1300 to 2000 Hz, when the level of the
masker is increased by 10 dB (e.g. from 70 to 80 dB
SPL), the masked threshold increases by more than
10 dB; the amount of masking grows nonlinearly on the
high-frequency side. This has been called the ‘upward
spread of masking’.

The masking patterns do not reflect the use of a
single auditory filter. Rather, for each signal frequency
the listener uses a filter centred close to the signal

frequency. Thus, the auditory filter is shifted as the
signal frequency is altered. One way of interpreting the
masking pattern is as a crude indicator of the excitation
pattern of the masker (Zwicker & Fastl 1999). The
excitation pattern is a representation of the effective
amount of excitation produced by a stimulus as a
function of characteristic frequency (CF) on the basilar
membrane (see Young 2008) and is plotted as effective
level (in decibels) against CF. In the case of a masking
sound, the excitation pattern can be thought of as
representing the relative amount of vibration produced
Phil. Trans. R. Soc. B (2008)
by the masker at different places along the basilar
membrane. The signal is detected when the excitation
it produces is some constant proportion of the
excitation produced by the masker at places with CFs
close to the signal frequency. Thus, the threshold of the
signal as a function of frequency is proportional to the
masker excitation level. The masking pattern should be
parallel to the excitation pattern of the masker, but
shifted vertically by a small amount. In practice, the
situation is not so straightforward since the shape of the
masking pattern is influenced by factors such as off-
frequency listening, the detection of beats and
combination tones (Moore et al. 1998; Alcántara
et al. 2000) and by the physiological process of
suppression (Delgutte 1990; see also Young 2008).

Moore & Glasberg (1983b) have described a way of
deriving the shapes of excitation patterns using the
concept of the auditory filter. They suggested that the
excitation pattern of a given sound can be thought of as
the output of the auditory filters plotted as a function of
their centre frequency. To calculate the excitation
pattern of a sound, it is necessary to calculate the
output of each auditory filter in response to that sound
and to plot the output as a function of the filter centre
frequency. The characteristics of the auditory filters are
determined using the notched-noise method described
earlier. Figure 5 shows excitation patterns calculated in
this way for 1000 Hz sinusoids with various levels. The
patterns are similar in form to the masking patterns
shown in figure 4. Software for calculating excitation
patterns can be downloaded from http://hearing.
psychol.cam.ac.uk/Demos/demos.html.

It should be noted that excitation patterns calculated
as described above do not take into account the
physiological process of suppression, whereby the
response to a given frequency component can be
suppressed or reduced by strong neighbouring fre-
quency component (Sachs & Kiang 1968; see also
Young 2008). For speech sounds having spectra with
strong peaks and valleys, such as vowels, suppression

http://hearing.psychol.cam.ac.uk/Demos/demos.html
http://hearing.psychol.cam.ac.uk/Demos/demos.html
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Figure 6. (a) The spectrum of a synthetic vowel / I / plotted on
a linear frequency scale. (b) The same spectrum plotted on an
ERBN-number scale. (c) The excitation pattern for the vowel
plotted on an ERBN-number scale.
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may have the effect of increasing the peak-to-valley
ratio of the excitation pattern (Moore & Glasberg
1983a). Also, the calculated excitation patterns are
based on the power spectrum model of masking and do
not take into account the effects of the relative phases of
the components in complex sounds. However, it seems
probable that excitation patterns provide a reasonable
estimate of the extent to which the spectral features of
complex sounds are represented in the auditory system.
(e) Excitation pattern of a vowel sound

Figure 6a shows the spectrum of a synthetic vowel, /I /
as in ‘bit’, plotted on a linear frequency scale; this is the
way that vowel spectra are often plotted. Each point
represents the level of one harmonic in the complex
Phil. Trans. R. Soc. B (2008)
sound (the fundamental frequency was 125 Hz).
Figure 6b shows the same spectrum plotted on an
ERBN-number scale; this gets somewhat closer to an
auditory representation. Figure 6c shows the excitation
pattern for the vowel, plotted on an ERBN-number
scale; this is still closer to an auditory representation.
Several aspects of the excitation pattern are note-
worthy. Firstly, the lowest few peaks in the excitation
pattern do not correspond to formant frequencies, but
rather to individual lower harmonics; these harmonics
are resolved in the peripheral auditory system and can
be heard out as separate tones under certain conditions
(Plomp 1964a; Moore & Ohgushi 1993). Hence, the
centre frequency of the first formant is not directly
represented in the excitation pattern; if the frequency
of the first formant is relevant for vowel identification
(see Diehl 2008), then it must be inferred from the
relative levels of the peaks corresponding to the
individual lower harmonics.

A second noteworthy aspect of the excitation pattern
is that, for this specific vowel, the second, third and
fourth formants, which are clearly separately visible in
the original spectrum, are not well resolved. Rather,
they form a single prominence in the excitation pattern,
with only minor ripples corresponding to the individual
formants. Assuming that the excitation pattern does
give a reasonable indication of the internal represen-
tation of the vowel, the perception of this vowel
probably depends more on the overall prominence
than on the frequencies of the individual formants. For
other vowels, the higher formants often lead to separate
peaks in the excitation pattern (figure 8).

(f ) Frequency selectivity in cases

of impaired hearing

In the developed countries, the most common cause of
hearing loss is damage to the cochlea. This is usually
associated with reduced frequency selectivity; the
auditory filters are broader than normal (Moore
1998). As a result, the excitation patterns of complex
sounds, such as vowels, are ‘blurred’ relative to those
for normally hearing listeners. This makes it more
difficult to distinguish the timbres of different vowel
sounds. It also leads to increased susceptibility to
masking by background sounds. For example, when
trying to listen to a target talker in the presence of an
interfering talker, a hearing-impaired person will be less
able than normal to take advantage of differences in the
short-term spectra of the two talkers, as described by
Darwin (2008).
3. ACROSS-CHANNEL PROCESSES IN MASKING
The discrimination and identification of complex
sounds, including speech, require comparison of the
outputs of different auditory filters. This section
reviews data on across-channel processes in auditory
masking and their relevance for speech perception.

(a) Comodulation masking release

Hall et al. (1984) were among the first to demonstrate
that across-filter comparisons could enhance the
detection of a sinusoidal signal in a fluctuating noise
masker. The crucial feature for achieving this
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enhancement was that the fluctuations should be

correlated across different frequency bands. One of

their experiments was similar to a classic experiment of

Fletcher (1940). The threshold for detecting a 1000 Hz,

400 ms sinusoidal signal was measured as a function of
the bandwidth of a noise masker, keeping the spectrum

level constant. The masker was centred at 1000 Hz. They

used two types of masker. One was a random noise; this

has irregular fluctuations in amplitude and the fluctu-

ations are independent in different frequency regions.
The other was a random noise which was modulated in

amplitude at an irregular, low rate; a noise lowpass

filtered at 50 Hz was used as a modulator. The

modulation resulted in fluctuations in the amplitude of

the noise which were the same in different frequency

regions. This across-frequency correlation was called
‘comodulation’ by Hall et al. (1984). Figure 7 shows the

results of this experiment.

For the random noise (denoted by R), the signal

threshold increases as the masker bandwidth increases

up to approximately 100–200 Hz, and then remains
constant, a result similar to that of Fletcher (1940).

The value of ERBN at this centre frequency is

approximately 130 Hz. Hence, for noise bandwidths

up to 130 Hz, increasing the bandwidth results in more

noise passing through the filter. However, increasing
the bandwidth beyond 130 Hz does not substantially

increase the noise power passing through the filter, so

threshold does not increase. The pattern for the

modulated noise (denoted by M) is quite different.

For noise bandwidths greater than 100 Hz, the signal
threshold decreases as the bandwidth increases. This

suggests that subjects can compare the outputs of

different auditory filters to enhance signal detection

(see, however, Verhey et al. 1999). The fact that the

decrease in threshold with increasing bandwidth occurs
only with the modulated noise indicates that fluctu-

ations in the masker are critical and that these need to

be correlated across frequency bands. Hence, this

phenomenon has been called ‘comodulation masking

release’ (CMR).
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It seems probable that across-filter comparisons of
temporal envelopes are a general feature of auditory
pattern analysis, which may play an important role in
extracting signals from noisy backgrounds or separ-
ating competing sources of sound (see Darwin 2008).
As pointed out by Hall et al. (1984): ‘Many real-life
auditory stimuli have intensity peaks and valleys as a
function of time in which intensity trajectories are
highly correlated across frequency. This is true of
speech, of interfering noise such as ‘cafeteria’ noise,
and of many other kinds of environmental stimuli’.
However, the importance of CMR for speech percep-
tion remains controversial. Some studies have
suggested that it plays only a very minor role in the
detection and identification of speech sounds in
modulated background noise (Grose & Hall 1992;
Festen 1993), although common modulation of target
speech and background speech can lead to reduced
intelligibility (Stone & Moore 2004). For synthetic
speech in which the cues are impoverished compared to
normal speech (sine-wave speech; see Remez et al.
1981), comodulation of the speech (amplitude modu-
lation (AM) by a sinusoid) can markedly improve the
intelligibility of the speech, both in quiet (Carrell &
Opie 1992) and in background noise (Carrell 1993).
The AM may help because it leads to perceptual fusion
of the components of the sine-wave speech, so as to
form an auditory object (see Darwin 2008).
(b) Profile analysis

Green and colleagues (Green 1988) have carried out a
series of experiments demonstrating that, even for
stimuli without distinct envelope fluctuations, subjects
are able to compare the outputs of different auditory
filters to enhance the detection of a signal. They
investigated the ability to detect an increment in the
level of one component in a complex sound relative to
the level of the other components; the other com-
ponents are called the ‘background’. Usually the
complex sound has been composed of a series of
equal-amplitude sinusoidal components, uniformly
spaced on a logarithmic frequency scale. To prevent
subjects from performing the task by monitoring the
magnitude of the output of the single auditory filter
centred at the frequency of the incremented com-
ponent, the overall level of the whole stimulus was
varied randomly from one stimulus to the next, over a
relatively large range (typically 40 dB). This makes the
magnitude of the output of any single filter an
unreliable cue to the presence of the signal.

Subjects were able to detect changes in the relative
level of the signal of only 1–2 dB. Such small thresholds
could not be obtained by monitoring the magnitude of
the output of a single auditory filter. Green and
colleagues have argued that subjects performed the
task by detecting a change in the shape or profile of the
spectrum of the sound; hence the name ‘profile
analysis’. In other words, subjects can compare the
outputs of different auditory filters, and can detect
when the output of one changes relative to that of
others, even when the overall level is varied. This is
equivalent to detecting changes in the shape of the
excitation pattern.
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Speech researchers will not find the phenomenon of
profile analysis surprising. It has been known for many
years that one of the main factors determining the
timbre or quality of a sound is its spectral shape (see §4).
Our everyday experience tells us that we can recognize
and distinguish familiar sounds, such as the different
vowels, regardless of the levels of those sounds. When we
do this, we are distinguishing different spectral shapes in
the face of variations in overall level. This is functionally
the same as profile analysis. The experiments on profile
analysis can be regarded as a way of quantifying the
limits of our ability to distinguish changes in spectral
shape. In this context, it is noteworthy that the
differences in spectral shape between different vowels
result in differences in the excitation patterns evoked by
those sounds which are generally far larger than the
smallest detectable changes as measured in profile
analysis experiments. This is illustrated in figure 8,
which shows excitation patterns for three vowels, /i/, /a/
and /u/, plotted on an ERBN-number scale. Each vowel
had an overall level of approximately 58 dB SPL. It can
be seen that the differences in the shapes of the
excitation patterns are considerable.

(c) Modulation discrimination interference

In some situations, the detection or discrimination of a
signal is impaired by the presence of frequency
components remote from the signal frequency. Usually,
this happens when the task is either to detect
modulation of the signal or to detect a change in
depth of modulation of the signal. Yost & Sheft (1989)
showed that the threshold for detecting sinusoidal AM
of a sinusoidal carrier was increased in the presence of
another carrier, amplitude modulated at the same rate,
even when the second carrier was remote in frequency
from the first. They called this modulation detection
interference (MDI). They showed that MDI did not
occur if the second carrier was unmodulated.

Moore et al. (1991) determined how thresholds for
detecting an increase in modulation depth (sinusoidal
AM or frequency modulation) of a 1000 Hz carrier
frequency (the target) were affected by modulation of
carriers (interference) with frequencies of 230 and
3300 Hz. They found that modulation increment
thresholds were increased (worsened) when the remote
Phil. Trans. R. Soc. B (2008)
carriers were modulated. This MDI effect was the
greatest when the target and interference were
modulated at similar rates, but the effect was broadly
tuned for modulation rate. When both the target and
interfering sounds were modulated at 10 Hz, there was
no significant effect of the relative phase of modulation
of the target and interfering sounds. A lack of effect of
relative phase has also been found by other researchers
(Moore 1992; Hall et al. 1995).

The explanation for MDI remains unclear. Yost &
Sheft (1989) suggested that MDI might be a conse-
quence of perceptual grouping; the common AM of the
target and interfering sounds might make them fuse
perceptually, making it difficult to ‘hear out’ the
modulation of the target sound (see Darwin 2008).
However, certain aspects of the results on MDI are
difficult to reconcile with an explanation in terms of
perceptual grouping (Moore & Shailer 1992). One
would expect that widely spaced frequency components
would only be grouped perceptually if their modulation
pattern was very similar. Grouping would not be
expected, for example, if the components were
modulated out of phase or at different rates, but, in
fact, it is possible to obtain large amounts of MDI under
these conditions.

An alternative explanation for MDI is that it reflects
the operation of ‘channels’ specialized for detecting and
analysing modulation (Kay & Mathews 1972; Dau et al.
1997a,b). Yost et al. (1989) suggested that MDI might
arise in the following way. The stimulus is first processed
by an array of auditory filters. The envelope at the output
of each filter is extracted. When modulation is present,
channels that are tuned for modulation rate are excited.
All filters responding with the same modulation rate
excite the same channel, regardless of the filter centre
frequency. Thus, modulation at one centre frequency can
adversely affect the detection and discrimination of
modulation at other centre frequencies.

The purpose of the hypothetical modulation channels
remains unclear. Since physiological evidence suggests
that such channels exist in animals (Schreiner & Urbas
1986; Langner & Schreiner 1988), we can assume that
they did not evolve for the purpose of speech perception.
Nevertheless, it is possible, even probable, that speech
analysis makes use of the modulation channels. There is
evidence that AM patterns in speech are important
for speech recognition (Steeneken & Houtgast 1980;
Drullman et al. 1994a; Shannon et al. 1995). Thus,
anything that adversely affects the detection and
discrimination of the modulation patterns would be
expected to impair intelligibility. One way of describing
MDI is: modulation in one frequency region may make
it more difficult to detect and discriminate modulation
in another frequency region. Thus, it may be the case
that MDI makes speech recognition more difficult
in situations where there is a background sound that is
modulated, such as one or more people talking
(Brungart et al. 2005).
4. TIMBRE PERCEPTION
Timbre is usually defined as ‘that attribute of auditory
sensation in terms of which a listener can judge that two
sounds similarly presented and having the same
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loudness and pitch are dissimilar’ (ANSI 1994). The
distribution of energy over frequency is one of the
major determinants of timbre. However, timbre
depends upon more than just the frequency spectrum
of the sound; fluctuations over time can play an
important role, as discussed below.

Timbre is multidimensional; there is no single scale
along which the timbres of different sounds can be
compared or ordered. Thus, a way is needed for
describing the spectrum of a sound which takes into
account this multidimensional aspect and which can
be related to the subjective timbre. For steady sounds,
a crude first approach is to look at the overall
distribution of spectral energy. The ‘brightness’ or
‘sharpness’ (von Bismarck 1974) of sounds seems to
be related to the spectral centroid. However, a much
more quantitative approach has been described by
Plomp and colleagues (Plomp 1970, 1976). They
showed that the perceptual differences between
different steady sounds, such as vowels, were closely
related to the differences in the spectra of the sounds,
when the spectra were specified as the levels in 18 1/3-
octave frequency bands. A bandwidth of 1/3 octave is
slightly greater than the ERBN of the auditory filter
over most of the audible frequency range. Thus,
timbre is related to the relative level produced at the
output of each auditory filter. In other words, the
timbre of a steady sound is related to the excitation
pattern of that sound.

It is probable that the number of dimensions
required to characterize the timbre of steady sounds
is limited by the number of ERBNs required to cover
the audible frequency range. This would give a
maximum of approximately 37 dimensions. For a
restricted class of sounds, such as vowels, a much
smaller number of dimensions may be involved. It
appears to be generally true, both for speech and non-
speech sounds, that the timbres of steady tones are
determined primarily by their magnitude spectra,
although the relative phases of the components may
also play a small role (Plomp & Steeneken 1969;
Patterson 1987).

Differences in spectral shape are not always suf-
ficient to allow the absolute identification of an
‘auditory object’, such as a musical instrument or a
speech sound. One reason for this is that the magnitude
and phase spectrum of the sound may be markedly
altered by the transmission path and room reflections
(Watkins 1991). In practice, the recognition of a
particular timbre, and hence of an auditory object,
may depend upon several other factors. Schouten
(1968) has suggested that these include (i) whether
the sound is periodic, having a tonal quality for
repetition rates between approximately 20 and 20 000
periods/s, or irregular, and having a noise-like char-
acter; (ii) whether the waveform envelope is constant,
or fluctuates as a function of time, and in the latter case
what the fluctuations are like; (iii) whether any other
aspect of the sound (e.g. spectrum or periodicity) is
changing as a function of time; and (iv) what the
preceding and following sounds are like.

A powerful demonstration of the last factor may be
obtained by listening to a stimulus with a particular
spectral structure and then switching rapidly to a
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stimulus with a flat spectrum, such as white noise. A
white noise heard in isolation may be described as
‘colourless’; it has no pitch and has a neutral timbre.
However, when a white noise follows immediately after
a stimulus with spectral structure, the noise sounds
‘coloured’. The coloration corresponds to the inverse
of the spectrum of the preceding sound. For example, if
the preceding sound is a noise with a spectral notch, the
white noise has a pitch-like quality, with a pitch value
corresponding to the centre frequency of the notch
(Zwicker 1964). It sounds like a noise with a small
spectral peak. A harmonic complex tone with a flat
spectrum may be heard as having a vowel-like quality if
it is preceded by a harmonic complex having a
spectrum which is the inverse of that of a vowel
(Summerfield et al. 1987).

The cause of this effect is not clear. Three types of
explanation have been advanced, based on adaptation in
the auditory periphery (see Young 2008), perceptual
grouping (see Darwin 2008) and comparison of spectral
shapes of the preceding and test sounds (Summerfield &
Assmann 1987). All may play a role to some extent,
depending on the exact properties of the stimuli.
Whatever the underlying mechanism, it appears that
the auditory system is especially sensitive to changes in
spectral patterns over time (Kluender et al. 2003). This
may be of value for communication in situations where
the spectral shapes of sounds are (statically) altered by
room reverberation or by a transmission channel with a
non-flat frequency response.

Perceptual compensation for the effects of a non-
flat frequency response has been studied extensively
by Watkins and co-workers (Watkins 1991; Watkins &
Makin 1996a,b). In one series of experiments
(Watkins & Makin 1996b), they investigated how the
identification of vowel test sounds was affected by
filtering of preceding and following sounds. All
sounds were edited and processed from natural speech
spoken with a British accent. Listeners identified
words from continua between /ItE/ and /3tE/ (itch and
etch), /æpt/ and / pt/ (apt and opt), or /sl / and /fl /
(slow and flow). The parts of the stimuli other than the
vowels (e.g. the /tE/ or the /pt/ ) were filtered with
complex frequency responses corresponding to the
difference of spectral envelopes from the endpoint test
sounds (the vowels). An example of a ‘difference filter’
is shown in figure 9c. The shift in the phoneme
boundary of the vowels was used to measure perceptual
compensation for the effects of the spectral distortion
of the consonants. When the words were presented
without a precursor phrase, the results indicated
perceptual compensation. Thus, information from
the consonants modified the perception of the preced-
ing or following vowels. When a precursor phrase ‘the
next word is’ was used, and was filtered in the same way
as the consonant, the effects were larger. However, the
large effects were somewhat reduced when the
precursor phrase was filtered but the following
consonant was not. This clearly indicates a role for
sounds following a vowel. The effects of following
sounds found in these experiments clearly indicate that
factors other than adaptation play a role. Presumably,
these effects reflect relatively central perceptual
compensation mechanisms.
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Figure 9. Illustration of the filters used by Watkins & Makin
(1996a). (a,b) ‘Filters’ corresponding to the spectral envel-
opes of the vowels ‘/3 /’ and ‘/ I /’, respectively. (c) Filter
corresponding to the difference between the spectral envel-
opes of the vowels ‘/3 /’ and ‘/ I /’.
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Overall, the results described in this section indicate
that the perceived timbre of brief segments of sounds
can be strongly influenced by sounds that precede and
follow those segments. In some cases, the observed
effects appear to reflect relatively central perceptual
compensation processes.
5. THE PERCEPTION OF PITCH
Pitch is usually defined as ‘that attribute of auditory
sensation in terms of which sounds can be ordered on a
scale extending from low to high’ (ANSI 1994). In
other words, variations in pitch give rise to a sense of
melody. For speech sounds, variations in voice pitch
over time convey intonation information, indicating
whether an utterance is a question or a statement, and
helping to identify stressed words. Voice pitch can also
convey information about the sex, age and emotional
state of the speaker (Rosen & Fourcin 1986). In some
languages (‘tone’ languages), pitch and variations in
pitch distinguish different lexical items.

Pitch is related to the repetition rate of the waveform
of a sound; for a pure tone this corresponds to the
frequency and for a periodic complex tone to the
fundamental frequency, F0. There are, however,
exceptions to this simple rule. Since voiced speech
sounds are complex tones, this section will focus on the
perception of pitch for complex tones.

(a) The phenomenon of the missing fundamental

Although the pitch of a complex tone usually
corresponds to its F0, the component with frequency
equal to F0 does not have to be present for the pitch to
be heard. Consider, as an example, a sound consisting
of short impulses (clicks) occurring 200 times/s. This
Phil. Trans. R. Soc. B (2008)
sound has a low pitch, which is very close to the pitch of
a 200 Hz sinusoid, and a sharp timbre. It contains
harmonics with frequencies 200, 400, 600, 800, etc.
Hz. However, if the sound is filtered so as to remove the
200 Hz component, the pitch does not alter; the only
result is a slight change in the timbre of the note.
Indeed, all except a small group of mid-frequency
harmonics can be eliminated, and the low pitch still
remains, although the timbre becomes markedly
different.

Schouten (1970) called the low pitch associated with
a group of high harmonics the ‘residue’. He pointed out
that the residue is distinguishable, subjectively, from a
fundamental component which is physically presented
or from a fundamental which may be generated (at high
sound pressure levels) by nonlinear distortion in the
ear. Thus, the perception of a residue pitch does not
require activity at the point on the basilar membrane
which would respond maximally to a pure tone of
similar pitch. Several other names have been used to
describe residue pitch, including ‘periodicity pitch’,
‘virtual pitch’ and ‘low pitch’. This paper will use the
term low pitch. Even when the fundamental com-
ponent of a complex tone is present, the low pitch of the
tone is usually determined by harmonics other than the
fundamental. Thus, the perception of a low pitch
should not be regarded as unusual. Rather, low pitches
are normally heard when listening to complex tones,
including speech. For example, when listening over the
telephone, the fundamental component for male
speakers is usually inaudible, but the pitch of the
voice can still be easily heard.

(b) The principle of dominance

Ritsma (1967) carried out an experiment to determine
which components in a complex sound are most
important in determining its pitch. He presented
complex tones in which the frequencies of a small
group of harmonics were multiples of an F0 which was
slightly higher or lower than the F0 of the remainder.
The subject’s pitch judgements were used to determine
whether the pitch of the complex as a whole was
affected by the shift in the group of harmonics. Ritsma
found that: ‘For fundamental frequencies in the range
100–400 Hz, and for SLs up to at least 50 dB above
threshold of the entire signal, the frequency band
consisting of the third, fourth and fifth harmonics tends
to dominate the pitch sensation as long as its amplitude
exceeds a minimum absolute level of about 10 dB
above threshold’.

This finding has been broadly confirmed in other
ways (Plomp 1967), although the data of Moore et al.
(1984, 1985) show that there are large individual
differences in which harmonics are dominant, and for
some subjects the first two harmonics play an
important role. Other data also show that the dominant
region is not fixed in terms of harmonic number,
but depends somewhat on absolute frequency
(Plomp 1967; Patterson & Wightman 1976). For
high F0s (above approx. 1000 Hz), the fundamental
is usually the dominant component, while for very low
F0s, approximately 50 Hz, harmonics above the fifth
may be dominant (Moore & Glasberg 1988; Moore &
Peters 1992). Finally, the dominant region shifts
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somewhat towards higher harmonics with decreasing
duration (Gockel et al. 2005). For speech sounds, the
dominant harmonics usually lie around the frequency
of the first formant.
(c) Discrimination of the pitch of complex tones

When the F0 of a periodic complex tone changes, all of
the components change in frequency by the same ratio,
and a change in low pitch is heard. The ability to detect
such changes is better than the ability to detect changes
in a sinusoid at F0 (Flanagan & Saslow 1958) and can
be better than the ability to detect changes in the
frequency of any of the sinusoidal components in the
complex tone (Moore et al. 1984). This indicates that
information from the different harmonics is combined
or integrated in the determination of low pitch. This
can lead to very fine discrimination; changes in F0 of
approximately 0.2% can often be detected for F0s in
the range 100–400 Hz.

The discrimination of F0 is usually best when low
harmonics are present (Hoekstra & Ritsma 1977;
Moore & Glasberg 1988; Shackleton & Carlyon
1994). Somewhat less good discrimination (typically
1–4%) is possible when only high harmonics are
present (Houtsma & Smurzynski 1990). F0 discrimi-
nation can be impaired (typically by about a factor of
two) when the two sounds to be discriminated also
differ in timbre (Moore & Glasberg 1990); this can be
the situation with speech sounds, where changes in F0
are usually accompanied by changes in timbre.

In speech, intonation is typically conveyed by
differences in the pattern of F0 change over time.
When the stimuli are dynamically varying, the ability to
detect F0 changes is markedly poorer than when the
stimuli are steady. Klatt (1973) measured thresholds
for detecting differences in F0 for an unchanging vowel
(i.e. one with static formant frequencies) with a flat F0
contour, and also for a series of linear glides in F0
around an F0 of 120 Hz. For the flat contour, the
threshold was approximately 0.3 Hz. When both
the contours were falling at the same rate (30 Hz over
the 250 ms duration of the stimulus), the threshold
increased markedly to 2 Hz. When the steady vowel
was replaced by the sound /ya/, whose formants change
over time, thresholds increased further by 25–65%.

Generally, the F0 changes that are linguistically
relevant for conveying stress and intonation are much
larger than the limits of F0 discrimination measured
psychophysically using steady stimuli. This is another
reflection of the fact that information in speech is
conveyed using robust cues that do not severely tax the
discrimination abilities of the auditory system. Again,
however, this may not be true for people with impaired
hearing, for whom F0 discrimination is often much
worse than normal (Moore & Carlyon 2005).

It should be noted that in natural speech the period
(corresponding to the time between successive closures
of the vocal folds) varies randomly from one period to
the next (Fourcin & Abberton 1977). This jitter
conveys information about the emotional state of the
talker and is required for a natural voice quality to be
perceived. Human listeners can detect jitter of 1–2%
(Pollack 1968; Kortekaas & Kohlrausch 1999). Large
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amounts of jitter are associated with voice pathologies,
such as hoarseness (Yumoto et al. 1982).

(d) Perception of pitch in speech

Data on the perception of F0 contours in a
relatively natural speech context were presented by
Pierrehumbert (1979). She started with a natural
nonsense utterance ‘ma-MA-ma-ma-MA-ma’, in
which the prosodic pattern was based on the sentence
‘The baker made bagels’. The stressed syllables (MA)
were associated with peaks in the F0 contour. She
then modified the F0 of the second peak, over a range
varying from below to above the F0 of the first peak.
Subjects listened to the modified utterances and were
required to indicate whether the first or second peak
was higher in pitch. The results reflected what she
called ‘normalization for expected declination’; when
the two stressed syllables sounded equal in pitch, the
second was actually lower in F0. For first peak values
of 121 and 151 Hz, the second peak had to be shifted
over a range of approximately 20 Hz to change judge-
ments from 75% ‘second peak lower’ to 75% ‘second
peak higher’. This indicates markedly poorer discri-
minability than found for steady stimuli. Similarly,
’t Hart (1981) found that about a 19% difference was
necessary for successive pitch movements in the same
direction to be reliably heard as different in extent.

Hermes & van Gestel (1991) studied the perception
of the excursion size of prominence-lending F0 move-
ments in utterances resynthesized in different F0
registers. The task of the subjects was to adjust the
excursion size in a comparison stimulus in such a way
that it lent equal prominence to the corresponding
syllable in a fixed test stimulus. The comparison
stimulus and the test stimulus had F0s running parallel
on either a logarithmic frequency scale, an ERBN-
number scale, or a linear frequency scale. They found
that stimuli were matched in such a way that the
average excursion sizes in different registers were equal
when the ERBN-number scale was used. In other
words, the perceived prominence of F0 movements is
related to the size of those movements expressed on an
ERBN-number scale.
6. TEMPORAL ANALYSIS
Time is a very important dimension in hearing, since
almost all sounds change over time. For speech, much
of the information appears to be carried in the changes
themselves, rather than in the parts of the sounds which
are relatively stable (Kluender et al. 2003). In
characterizing temporal analysis, it is essential to take
account of the filtering that takes place in the peripheral
auditory system. Temporal analysis can be considered
as resulting from two main processes: analysis of the
time pattern occurring within each frequency channel
and comparison of the time patterns across channels.
This paper focuses on the first of these.

A major difficulty in measuring the temporal
resolution of the auditory system is that changes in
the time pattern of a sound are generally associated
with changes in its magnitude spectrum—the distri-
bution of energy over frequency. Thus, the detection of
a change in time pattern can sometimes depend not on



2 10 100 1000
modulation frequency (Hz)

–30

–25

–20

–15

–10

–5

0
20

 lo
g

m

Figure 10. A temporal modulation transfer function
(TMTF). A broadband white noise was sinusoidally
amplitude modulated, and the threshold amount of modu-
lation required for detection is plotted as a function of
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20 log m, where m is the modulation index. The higher the
sensitivity to modulation, the more negative is this quantity.
Data from Bacon & Viemeister (1985).
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temporal resolution per se, but on the detection of the
spectral change. Sometimes, the detection of spectral
changes can lead to what appears to be extraordinarily
fine temporal resolution. For example, a single click
can be distinguished from a pair of clicks when the gap
between the two clicks in a pair is only a few tens of
microseconds, an ability that depends upon spectral
changes at very high frequencies (Leshowitz 1971).
Although spectrally based detection of temporal
changes can occur for speech sounds, this paper
focuses on experimental situations which avoid the
confounding effects of spectral cues.

There have been two general approaches to avoiding
the use of cues based on spectral changes. One is to use
signals whose magnitude spectrum is not changed
when the time pattern is altered. For example, the
magnitude spectrum of white noise remains flat if a gap
is introduced into the noise. The second approach uses
stimuli whose spectra are altered by the change in time
pattern, but extra background sounds are added to
mask the spectral changes. Both of these approaches
will be considered.

(a) Within-channel temporal analysis using

broadband sounds

All the experiments described below use broadband
sounds whose long-term magnitude spectrum is
unaltered by the temporal manipulation being per-
formed. For example, interruption or AM of a white
noise does not change its long-term magnitude
spectrum, and time reversal of any sound also does
not change its long-term magnitude spectrum.

The threshold for detecting a gap in a broadband
noise provides a simple and convenient measure of
temporal resolution. The gap threshold is typically
2–3 ms (Plomp 1964b). The threshold increases at very
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low sound levels, when the level of the noise approaches
the absolute threshold, but is relatively invariant with
level for moderate to high levels.

Ronken (1970) used pairs of clicks differing in
amplitude as stimuli. One click, labelled A, had an
amplitude greater than that of the other click, labelled
B. Typically, the amplitude of A was twice that of B.
Subjects were required to distinguish click pairs
differing in the order of A and B: either AB or BA.
The ability to do this was measured as a function of the
time interval or gap between A and B. Ronken found
that subjects could distinguish the click pairs for gaps
down to 2–3 ms. Thus, the limit to temporal resolution
found in this task is similar to that found for the
detection of a gap in broadband noise. It should be
noted that, in this task, subjects do not hear the
individual clicks within a click pair. Rather, each click
pair is heard as a single sound with its own
characteristic quality. For example, the two click pairs
AB and BA might sound like ‘tick’ and ‘tock’.

The experiments described above each give a
single value to describe temporal resolution. A more
general approach is to measure the threshold for
detecting changes in the amplitude of a sound as a
function of the rapidity of the changes. In the
simplest case, white noise is sinusoidally amplitude
modulated, and the threshold for detecting the
modulation is determined as a function of modulation
rate. The function relating threshold to modulation
rate is known as a temporal modulation transfer
function (TMTF; Viemeister 1979). An example of a
TMTF is shown in figure 10 (Bacon & Viemeister
1985). The thresholds are expressed as 20 log m,
where m is the modulation index (mZ0 corresponds
to no modulation and mZ1 corresponds to 100%
modulation). For low modulation rates, performance
is limited by the amplitude resolution of the ear,
rather than by temporal resolution. Thus, the
threshold is independent of modulation rate for
rates up to approximately 50 Hz. As the rate increases
beyond 50 Hz, temporal resolution starts to have an
effect; performance worsens, and for rates above
approximately 1000 Hz the modulation is hard to
detect at all. Thus, sensitivity to modulation becomes
progressively less as the rate of modulation increases.
The shapes of TMTFs do not vary much with overall
sound level, but the ability to detect the modulation
does worsen at low sound levels. Over the range of
modulation rates important for speech perception,
below approximately 50 Hz (Steeneken & Houtgast
1980; Drullman et al. 1994a,b), the sensitivity to
modulation is rather good.

(b) Within-channel temporal analysis using

narrowband sounds

Experiments using broadband sounds provide no
information regarding the question of whether the
temporal resolution of the auditory system varies with
centre frequency. This issue can be examined by using
narrowband stimuli that excite only one, or a small
number, of auditory channels.

Green (1973) used stimuli where each stimulus
consisted of a brief pulse of a sinusoid in which the level
of the first half of the pulse was 10 dB different from
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that of the second half. Subjects were required to
distinguish two signals, differing in whether the half
with the high level was first or second. Green measured
performance as a function of the total duration of the
stimuli. The threshold was similar for centre frequen-
cies of 2 and 4 kHz, and was between 1 and 2 ms.
However, the threshold was slightly higher for a centre
frequency of 1 kHz, being between 2 and 4 ms.

Performance in this task was actually a non-
monotonic function of duration. Performance was
good for durations in the range 2–6 ms, worsened for
durations around 16 ms, and then improved again as
the duration was increased beyond 16 ms. For the very
short durations, subjects listened for a difference in
quality between the two sounds—rather like the ‘tick’
and ‘tock’ described earlier for Ronken’s stimuli. At
durations around 16 ms, the tonal quality of the bursts
became more prominent and the quality differences
were harder to hear. At much longer durations, the soft
and loud segments could be separately heard, in a
distinct order. It appears, therefore, that performance
in this task was determined by two separate
mechanisms, one based on timbre differences associ-
ated with the difference in time pattern, and the other
based on the perception of a distinct succession of
auditory events.

Several researchers have measured thresholds for
detecting gaps in narrowband sounds, either noises
(Fitzgibbons 1983; Shailer & Moore 1983; Buus &
Florentine 1985; Eddins et al. 1992) or sinusoids
(Shailer & Moore 1987; Moore et al. 1993). When a
temporal gap is introduced into a narrowband sound,
the spectrum of the sound is altered. Energy ‘splatter’
occurs outside the nominal frequency range of the
sound. To prevent the splatter being detected, the
sounds are presented in a background sound, usually a
noise, designed to mask the splatter.

Gap thresholds for noise bands decrease with
increasing bandwidth but show little effect of centre
frequency when the bandwidth is held constant. For
noises of moderate bandwidth (a few hundred hertz),
the gap threshold is typically approximately 10 ms. Gap
thresholds for narrowband noises tend to decrease with
increasing sound level for levels up to approximately
30 dB above absolute threshold, but remain roughly
constant after that.

Shailer & Moore (1987) showed that the detect-
ability of a gap in a sine wave was strongly affected by
the phase at which the sinusoid was turned off and on to
produce the gap (Shailer & Moore 1987). Only the
simplest case is considered here, called ‘preserved
phase’ by Shailer & Moore (1987). In this case, the
sinusoid was turned off at a positive-going zero crossing
(i.e. as the waveform was about to change from
negative to positive values) and it started (at the end
of the gap) at the phase it would have had if it had
continued without interruption. Thus, for the pre-
served-phase condition it was as if the gap had been
‘cut out’ from a continuous sinusoid. For this
condition, the detectability of the gap increased
monotonically with increasing gap duration.

Shailer & Moore (1987) found that the threshold for
detecting a gap in a sine wave was roughly constant at
approximately 5 ms for centre frequencies of 400, 1000
Phil. Trans. R. Soc. B (2008)
and 2000 Hz. Moore et al. (1993) found that gap
thresholds were almost constant at 6–8 ms over the
frequency range 400–2000 Hz, but increased some-
what at 200 Hz, and increased markedly, to approxi-
mately 18 ms, at 100 Hz. Individual variability also
increased markedly at 100 Hz.

Overall, the results of experiments using narrow-
band stimuli indicate that temporal resolution does not
vary markedly with centre frequency, except perhaps
for a worsening at very low frequencies (200 Hz and
below). Gap thresholds for narrowband stimuli are
typically higher than those for broadband noise.
However, for moderate noise bandwidths, gap
thresholds are typically approximately 10 ms or less.
The smallest detectable gap is usually markedly larger
than temporal gaps that are relevant for speech
perception (for example, ‘sa’ and ‘sta’ may be
distinguished by a temporal gap lasting several tens
of milliseconds).

(c) Modelling temporal resolution

Most models of temporal resolution are based on the
idea that there is a process at levels of the auditory
system higher than the auditory nerve which is
‘sluggish’ in some way, thereby limiting temporal
resolution. The models assume that the internal
representation of stimuli is ‘smoothed’ over time, so
that rapid temporal changes are reduced in magnitude
but slower ones are preserved. Although this smoothing
process almost certainly operates on neural activity, the
most widely used models are based on smoothing a
simple transformation of the stimulus, rather than its
neural representation.

Most models include an initial stage of bandpass
filtering, reflecting the action of the auditory filters.
Each filter is followed by a nonlinear device. This
nonlinear device is meant to reflect the operation of
several processes that occur in the peripheral auditory
system such as amplitude compression on the basilar
membrane and neural transduction, whose effects
resemble half-wave rectification (see Young 2008).
The output of the nonlinear device is fed to a
‘smoothing’ device, which can be implemented either
as a lowpass filter (Viemeister 1979) or (equivalently)
as a sliding temporal integrator (Moore et al. 1988;
Plack & Moore 1990). The device determines a kind of
weighted average of the output of the compressive
nonlinearity over a certain time interval or ‘window’.
This weighting function is sometimes called the ‘shape’
of the temporal window. The window is assumed to
slide in time, so that the output of the temporal
integrator is a weighted running average of the input.
This has the effect of smoothing rapid fluctuations
while preserving slower ones. When a sound is turned
on abruptly, the output of the temporal integrator takes
some time to build up. Similarly, when a sound is
turned off, the output of the integrator takes some time
to decay. The shape of the window is assumed to be
asymmetric in time, such that the build up of its output
in response to the onset of a sound is more rapid than
the decay of its output in response to the cessation of a
sound. The output of the sliding temporal integrator is
fed to a decision device. The decision device may use
different ‘rules’ depending on the task required. For
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example, if the task is to detect a brief temporal gap in a
signal, the decision device might look for a ‘dip’ in the
output of the temporal integrator. If the task is to detect
AM of a sound, the device might assess the amount of
modulation at the output of the sliding temporal
integrator (Viemeister 1979).
7. CALCULATION OF THE INTERNAL REP-
RESENTATION OF SOUNDS
I describe in the following a method of calculating the
internal representation of sounds, including speech,
based on processes that are known to occur in the
auditory system and taking into account the frequency
and temporal resolution of the auditory system. The
spectrogram is often regarded as a crude representation
of the spectro-temporal analysis that takes place in the
auditory system, although this representation is inac-
curate in several ways (Moore 2003a). I outline below a
model that probably gives a better representation,
although it is still oversimplified in several respects. The
model is based on the assumption that there are certain
‘fixed’ processes in the peripheral auditory system,
which can be modelled as a series of stages including:

(i) fixed filters representing transfer of sound
through the outer (Shaw 1974) and middle ear
(Aibara et al. 2001). The overall transfer
function through the outer and middle ear for
a frontally incident sound in free field has been
estimated by Glasberg & Moore (2002) as
shown in their fig. 1. The effect of this transfer
function is that low (below 500 Hz) and high
frequencies (above 5000 Hz) are attenuated
relative to middle frequencies,

(ii) an array of bandpass filters (the auditory filters),
(iii) each auditory filter is followed by nonlinear

processes reflecting the compression that occurs
on the basilar membrane (Oxenham & Moore
1994; Ruggero et al. 1997; see also Young 2008).
Phil. Trans. R. Soc. B (2008)
The compression is weak for very low sound
levels (below about 30 dB SPL), and perhaps for
very high levels (above 90 dB SPL), but it has a
strong influence for mid-range sound levels.
Half- or full-wave rectification may also be
introduced to mimic the transformation from
basilar-membrane vibration to neural activity
effected by the inner hair cells (Viemeister
1979), and

(iv) an array of devices (sliding temporal integrators)
that ‘smooth’ the output of each nonlinearity. As
described earlier, the smoothing is assumed to
reflect a relatively central process, occurring
after the auditory nerve.

In some models, the filtering and the compressive
nonlinearity are combined in a single nonlinear filter
bank (Irino & Patterson 2001; Lopez-Poveda & Meddis
2001; Zhang et al. 2001). Also, the transformation from
basilar-membrane vibration to neural activity can be
simulated more accurately using a hair-cell model
(Sumner et al. 2002). However, the basic features of the
internal representation can be represented reasonably
well using models of the type defined by stages (i)–(iv).
The internal representation of a given stimulus can be
thought of as a three-dimensional array with centre
frequency as one axis (corresponding to the array of
auditory filters with different centre frequencies), and
time and magnitude as the other axes (corresponding to
the output of each temporal integrator plotted as a
function of time). The resulting pattern can be called a
spectro-temporal excitation pattern (STEP; Moore
1996). An example is shown in figure 11, adapted from
Moore (2003c). The figure shows the calculated STEPof
the word ‘tips’. In thisfigure, the frequency scale has been
transformed to an ERBN-number scale, as described
earlier. The corresponding frequency is also shown. It
should be noted that the STEP does not represent
information that is potentially available in the temporal
‘fine structure’ at the output of each auditory filter.
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The role of this fine structure in speech perception is
uncertain, and some have suggested that it plays little
role (Shannon et al. 1995). However, temporal fine
structure may play a role in the perception of pitch
(Moore et al. 2006), in the separation of simultaneous
sounds (Moore 2003a) and in distinguishing voiced
from voiceless sounds.
8. CONCLUDING REMARKS
This paper has reviewed several aspects of auditory
perception that are relevant to the perception of speech.
These aspects include frequency selectivity, timbre
perception, the perception of pitch and temporal
analysis. A recurring theme has been the finding that
the basic discrimination abilities of the auditory system,
measured using simple non-speech stimuli, are very
good when considered relative to the acoustic
differences that distinguish speech sounds. This
partially accounts for the robust nature of speech
perception. Indeed, it is remarkable that speech
remains reasonably intelligible even under conditions
of extreme distortion, such as infinite peak clipping
(Licklider & Pollack 1948), time reversal of segments
of speech (Saberi & Perrott 1999), representation of
speech by three or four sine waves tracking the formant
frequencies (Remez et al. 1981), or representation of
speech by a few amplitude-modulated noise bands
(Shannon et al. 1995). However, this robustness
applies to speech presented in quiet. Speech is often
heard under much less ideal conditions. For example,
reverberation, background noise and competing
talkers may be present. Under these conditions, many
of the cues in speech become less discriminable,
and some cues may be completely inaudible.
Speech perception then becomes much less robust,
especially if the functioning of the auditory system
is impaired (Moore 2003b). The perception of speech
when competing sounds are present is reviewed in
Darwin (2008).

I thank Tom Baer and Chris Darwin for their helpful
comments on an earlier version of this paper.
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